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Summary Semantic distance and semantic similarity are two important informa-
tion retrieval measures used in word sense disambiguation as well as for the as-
sessment of how relevant concepts are with respect to the documents in which
they are found. A variety of calculation methods have been proposed in the litera-
ture, whereby methods taking into account the information content of an individual
concept outperform those that do not. In this paper, we present a novel recursive
approach to calculate a concept’s information content based on the information con-
tent of the concepts to which it relates. The method is applicable to extremely large
ontologies containing several million concepts and relationships amongst them. It is
shown that a concept’s information content as calculated by this method provides
additional information with respect to an ontology that cannot be approximated by
hierarchical edge-counting or human insight. In addition, it is suggested that the
method can be used for quality control within large ontologies and that it can give
you an impression on the structure and the quality of the ontology.

© 2004 Elsevier Ireland Ltd. All rights reserved.

given at all, depending on the approach used to cal-
culate these measures. They have been used with
varying degrees of success in applications such as

1. Introduction

Semantic distance and semantic similarity are

important, though loosely defined measures in
concept-based information retrieval; definitions, if
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medical coding [1], semantic indexing [2], word
sense disambiguation [3,4] and image caption re-
trieval [5] to mention only a few. Whereas seman-
tic distance measures how closely two concepts are
topologically related in a semantic network, seman-
tic similarity captures to what extent two concepts
might represent the same thing. Obviously, the two
notions are closely related, although not the same.
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A concept such as ‘‘fractured arm’’ should have a
very short semantic distance towards ‘‘arm frac-
ture’’, whereas the semantic similarity should be
small: a ‘‘fracture’’ cannot stand for an ‘‘arm’’
or the other way round. But, to complicate mat-
ters, any decent system should be able to compute
the semantic distance of post-coordinated con-
cepts such as ‘‘patient’’-WITH-‘arm fracture’’ and
“‘patient’’-WITH-*‘fractured arm’’ as being mini-
mal, and the semantic similarity as being maximal.

Various approaches to calculate both values have
been proposed. They tend to fall in two cate-
gories. Edge-based methods exploit mainly the idea
of path-length in a network with or without addi-
tional weights according to the type of link tra-
versed, whereas node-based methods also take into
account the probability to find each concept in
a large corpus [6]. The idea behind them is that
the ‘‘information content’’ (i.e. a loosely defined
measure expressing how much information is con-
veyed in a word, phrase, sentence or entire text)
of concepts occurring often in a corpus is lower
than of concepts that occur rarely, and that these
information-low concepts tend to appear higher in
an ontology. Recently, a similar idea is introduced in
methods that are intrinsically edge-based. It tends
to capture the feeling that the semantic difference
between upper level concepts in an ontology is big-
ger than between lower level concepts [7]. The im-
plementation in [7] is entirely based on the hierar-
chical ISA-relationship.

In this paper, we expand this idea by taking also
into account the associative relationships amongst
concepts. We argue that, although semantic dis-
tance, semantic similarity and information content
are very different notions, they are related to each
other. We propose a method for information con-
tent calculation that preserves this relationship.

2. Material and methods

LinKBase® is a large scale medical ontology devel-
oped and maintained by the modeling team of Lan-
guage and Computing nv. LinKBase® contains cur-
rently over one million language-independent med-
ical and general-purpose concepts, linked to natu-
ral language terms in several languages, including
English [8,9]. These concepts are linked together
into a semantic network like structure using ap-
proximately 450 different link types for expressing
formal relationships. These relationships are based
on logics dealing with issues such as mereology and
topology [10,11], time and causality [12] and mod-
els for semantics driven natural language under-
standing [13,14]. Link types form a multi-parented

hierarchy on their own, such as the partitive hier-
archy (from narrower to broader) ‘‘is-tangential-
part-of’’ > ‘is-proper-part-of’’ > ‘‘is-part-of’’.

It is very important to note that in LinkBase®
the formal subsumption relationship covers only
about 15% of the total number of relationships
amongst concepts. As such, LinkBase® is a much
richer structure than terminological systems in
which term-relationships are expressed as strictly
“‘narrower’’ or ‘‘broader’’. Important to note also
is that LinkBase® is a ‘‘living’’ ontology, in which
data are changed on a daily basis, and at a rate of
2000—4000 modifications a day. Moreover, it is not
required for concepts added to be perfectly mod-
eled from the very beginning [15].

We defined the initial information content (ICq)
of a concept in LinkBase® as:

Wk 1Co(Ck) = 1+ Y (LW(Ly) x ICo(Cy)) (1)

where Cy is the source concept, C; the target con-
cept, LW(L;) the link weight of the link between Cy
and C;, and the sum is going over all the outgoing
concepts of Cy.

We defined the initial link weight (LWj) of a link
type as:

VK LWo(Ly) =1+ Z(LWO(ParentLinki(Lk))) (2)

1

where the sum goes over all the parents of link type
Lg.

From these formulas it follows that the IC of in-
dividual concepts can only be found by setting up
and subsequently solving a (huge!) system of equa-
tions, i.e. one per concept in the ontology. Once
all values computed, they were normalised using a
straight line in the range of 0—1. We used the fol-
lowing function for the ICs:

1Co(C)
a

IC:=(C,a) — wherea = max(ICy(Cy)), Yk
(3)

and we used this function to normalize the LWs:
LWo(L)
a

W:=(L,a) —>
wherea = max(LWp(Ly)), Yk 4)

An algorithm was desighed to compute the ICs
in real time, taking advantage of the network-
structure of the ontology.

A first analysis of the results was carried out by
comparing the information content ranking of the
algorithm with those of four human judges: all con-
cepts containing the substring ‘‘tachycard’’ as part
of their knowledge name were extracted, ranked
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alphabetically, and given to the ontology modelers
(medical doctors with at least one year experience
in ontology building). Their task was to rank the
concepts according to their subjective information
content, a notion which through their daily work
is clear to them, but without explaining them how
the algorithm works. The results of the evaluators
were then compared with those of the algorithm.
The null-hypothesis for this analysis is that there
would be no difference between human judges as a
group, and the automatic ranking based on IC.

A second analysis involved a comparison of the
depth of a concept in the hierarchy with respect
to its computed IC value. For the IC to fulfill its
purpose, there should be no complete correlation.

3. Results

The program ran on an Intel Pentium 2.4 GHz pro-
cessor and used approximately 600 MB of RAM mem-
ory. It took about 15 min to calculate the 450 link-
type weights and the 1 million ICs, and also some
10 min to store all the concept values in a file,
sorted on IC.

3.1. Evaluation of the ranking experiment

Fig. 1 captures the results of the ranking performed
by the algorithm (diagonal line with diamonds) and
the human evaluators (irregular line with squares,
based on the overall mean of the different human
ratings). The concept for instance that was ranked
by the algorithm on the 43rd place, was set by the
evaluators on average on position 100. The third,
unmarked line, is the result of a trend analysis per-
formed on the human ratings. From this it follows
that the upward trend of the ranking produced by
the algorithm is followed by the human raters, but
at a considerable lower slope.
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Fig. 1 IC-ranking by algorithm and human evaluators.

160
140
120
100 - . .
80 | ! I i % } l
60

40

20l | |
il

-20
-40
-60

| 6 1116 21 26 31 36 41'4p bl 56 61 66 71 76 81 8¢ Y1 96

Fig. 2
tors.

Fig. 2 shows the mean rankings of the human
raters within a 2 standard deviation confidence in-
terval. From this it follows that the human raters
made quite different assessments of the informa-
tion content. The evaluators together think that the
concept that was placed by the algorithm on the fist
position, must be placed somewhere between posi-
tions 50 and 100. We can also see that the concept
placed by the algorithm on position 88, is placed by
the evaluators somewhere between —30 and 120.
This is clearly impossible, but it does show that the
evaluators were not certain about the real position
to put that concept.

Inter-rater agreement amongst human evalua-

3.2. Correlation between the hierarchical
depth of a concept in the ontology and its IC

Fig. 3 shows a scatter plot of the normalized ICs
of the ‘‘tachycardia’’-related concepts, versus the
depth according to the ISA-hierarchy. Because the
normalised ICs are very small, they were re-scaled
using Formula (5), for pure visualization purposes.
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Fig. 4 IC distribution.

As can be seen, the hierarchical depth of a concept
in the ontology is not the most important factor that
contributes to the information content.

Fig. 4 gives an impression concerning the distri-
bution of the normalized ICs on a logarithmic scale.
Only the first 100 concepts with the highest IC are
shown.

4. Discussion
4.1. Algorithm design

To assess how much information a concept contains
about other concepts, we had to set up a system
of equations. This system was set up by assuming
that the information content of a concept relates to
the sum of the ICs of the concepts used to describe
it, weighted by a link type specific value (Formula
(1)). These link type specific values were calculated
in exactly the same way, but without a weighting
factor (Formula (2)).

A naive approach to set up the system of equa-
tions would be to generate the equation for each
concept individually and then to use a matrix for-
malism to calculate the IC for each concept. How-
ever, given the huge size of the ontology, this would
not be sensible.

We developed a novel algorithm exploiting
the fact that generation and partially solving the
equations could be guided by the structure of the
ontology.

There are two steps in the algorithm. In the first
step LWs are calculated that are used in the second
step to compute the ICs of the concepts.

We start the work with a list of all the link types.
For every link type L; that we did not visit yet,
we calculate its LW by following all the parent link
types of this link type, and using their LWs to com-
pute the value of Ly according to Formula (2). If

the LW of one of the outbound link types (say L;) is
not computed up till now, we calculate the value for
link type L, by recursively applying the same proce-
dure that we used for calculating the LW of L4, that
is, we follow all the parent link types of link type
Ly, and use their LWs to compute the value of L;,
until we reach a link type L; that has no parents. The
value for this link type L; is 1. After we calculated
all the LWs, we normalize them using Formula (4).

We then work with a list of all the concepts. For
every concept C; that we did not visit yet, we cal-
culate its IC by following all the outbound links of
this concept, and using the concept values of these
outbound concepts to compute the value of C; ac-
cording to Formula (1). If the concept value of one
of the outbound concepts (say C;) is not computed
up till now, we calculate the value for concept C,
by recursively applying the same procedure as for
calculating the concept values of C4, that is, we fol-
low all the outbound links of concept C;, and use
their ICs to compute the value of C;. This process
comes to an end if we reach a concept C; that has
no parents. Its value equals 1. After we calculated
all the ICs, we normalize them using Formula (3).

There is one condition that must be taken into
account: the algorithm we used iterates until it
reaches a value that has already been calculated,
so this value has not to be computed for a second
time. However when there are cycles — i.e. paths
from a concept towards the same concept — in the
ontology, we must stop the iteration process for in-
stance after niterations. We are sure that the value
of such a concept converges to its ‘‘real’’ value if
the system of equations is not false. In that case the
more iterations the program does, the more precise
these converging values get.

But what if the system is false? With values the
six links as in Fig. 5, the system of equations is
not solvable. This is because the determinant of
the coefficient-matrix of the system equals zero.
Therefore we cannot use algorithms that make
use of the inverse of that matrix because the
inverse does not exist. Such algorithms are for
instance Gauss-Seidel (GS) or SOR (successive over
relaxation) [16]. Both algorithms assume that the

12 @

Fig. 5 Unsolvable configuration.
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coefficient-matrix is diagonally. The more diago-
nally the matrix, the faster the solution converges.
But they fail on situations as in Fig. 5. Our modified
algorithm, as explained in the section below, han-
dles this situation by calculating the best approx-
imation. This is not a mathematical approximation
because one cannot make an approximation of the
ICs because they will diverge. Instead it will be an
approximation of the ICs meaning that the values
obtained by our algorithm will be sufficient to de-
clare differences between ICs as being significant
enough. This is a result of the structure of the mod-
ified algorithm when only some iterations are being
taken in the calculation of the IC values. This effect
will be further examined in the next paragraph.

4.2. Modification of the algorithm

The algorithm as it is implemented by us differs
from the algorithm described above. This has some
very important consequences. First this means that
we always obtain positive IC-values, but on the
other hand, these values are no real solutions of
the system of linear equations. However the values
do reflect the amount of information they contain
about other concepts. These ICs tell us to what ex-
tent the concepts are modeled. This means that a
concept with a high value is more modeled and has
more properties than a concept with a lower value.
The following example will clarify all this.

Say we have got an ontology with five concepts
C1—Cs linked together with their corresponding
weights like this (Fig. 6):

If we want to calculate the IC-values for the con-
cepts C1—Cs, we take the following steps:

Step 1. We write down the system of equations as
explained by Formula (1). In this case the system
turns out to be (with the shorter notation C; for
1Co(Ci)):

Fig. 6 Example ontology.

Ci=1
C;=1+05xCq+0.4xCs
C3=1+02xCi+03xGC,
C4=1+03xGC
Cs=1+0.1xCs

Step 2. We initiate all the values to 1: (Cq, ..., Cs)
=(1,1,1,1,1).

Step 3. For each concept C; we visit all the
outbound concepts of that concept C; that we
did not visit yet from concept C;. This means
that a concept can be traversed several times,
but only once by traversing a link from the
concept C;.

Say we start by visiting concept C;.

The table below shows the progress of the
algorithm. In the right column the instant val-
ues of the concepts are shown. The bold values
represent values that will not be changed any
longer.

C;=1+0.5 x C; +0.4 x C5 — visit C4
Ci=1
C;=1+0.5%x1+0.4 x C5 — visit Cs
Cs =1+0.1 x C3 — visit C3
C3=1+0.2 x C; +0.3 x C; — visit C4

Ci=1
C3=1+0.2x1+0.3 x C; — visitC;
C;=1+0.5x1

CG3=1+0.2x1+0.3x1.5
Cs=1+0.1 x1.65
C;=1+0.5%x1+0.4x1.165
Cs=1+0.3 x1.966

Cq,...,C5)=(1,1,1,1,1)

(Cq, ..., Cs)=(1,1,1,1, 1)

€1, ..., C5)=(1,1.5,1,1, 1)

(Cy, ..., Cs5)=(1,1.5,1,1, 1)

(Cy, ..., Cs5)=(1,1.5,1,1, 1)
(C1,...,C5)=(1,1.5,1,1, 1)

(€1, ..., Cs)=(1,1.5,1.2, 1, 1)

(Cy, ..., Cs)=(1,1.5,1.2, 1, 1)

(Cy, ..., Cs)=(1, 1.5, 1.65, 1, 1)

(C1, ..., C5) = (1, 1.5, 1.65, 1, 1.165)
(C1, ..., Cs) = (1, 1.966, 1.65, 1, 1.165)
(C1, ..., Cs) = (1, 1.966, 1.65, 1.5898, 1.165)
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The real mathematical solution of this system
equals:

{Ci=1, C =197, C3=1791,
C4=1592, (C5=1.179}

When using this algorithm we calculate values
based on the structure of the ontology and based
on the links between the different concepts. As a
result the values obtained by this calculation are
good results for the amount of information that a
concept contains about all the other concepts in
the ontology. There will be a small difference in
the resulting values when we start calculating for
instance with Cs instead of starting with concpet
C, but this difference will not be significant for our
purpose.

4.3. Structure of the ontology

When applying the algorithm to LinkBase, we can
see there is a trend that very much concepts in the
ontology have relatively low IC-values. This can also
be seen in Fig. 4. This may be unexpected, because
the IC-value of a concept is a sum for all the out-
bound concepts of the concept whose IC we are cal-
culating. An important question is to what extent
this result reflects the structure of the ontology we
are investigating.

Hence let us take a closer look at the example
ontology used to describe the modified algorithm
(Fig. 6).

First we can see that concept C4 has no parents.
Its IC-value will not depend on the values of C; until
Cs. Second we notice that C4 is connected to the
ontology only by a link towards concept C;. For this
reason the IC-value of C4 will be influenced by the
value of C;. The values of concepts C;, C3 and Cs
will influence each other.

This makes it possible to divide the ontology into
three parts as follows.

The circle in the middle in Fig. 7 represents an
ontology in which three concepts are linked to-
gether, but where no concepts appear that have
only outbound links like concept C4 and where

?

Fig. 7 Structure of the ontology shown in Fig. 6.

Fig. 8 Abstraction of Fig. 7.

no concepts are present that have only inbound
links like concept C¢. All the concepts in this sub-
ontology have at least one outbound and at least
one inbound link that connect the concepts by paths
in the ontology. It is allowed for concept C¢ to have
one or more outbound links towards other concepts,
but these links may not connect C4 by a path to the
sub-ontology {C;, C3, Cs}.

Fig. 8 shows a shorter notation for an ontology
like the one in Fig. 7. The little white circle is a
concept that has no influence on the sub-ontology
in the middle, while the value of the black con-
cept is determinant for the mean IC-value of the
sub-ontology. Because all the concepts are linked
together the variation of the IC-values of the con-
cepts in the sub-ontology to the mean value will be
small. This mean value will depend on the value
of the black concept. It will also depend on the
values of the links in the sub-ontology but even
more on the link between the sub-ontology and
the black concept. If for instance the value of the
black concept equals 10E30 and the range of the
link type weights is between 10E-4 and 1, then the
mean IC-value of the sub-ontology can be some-
where in the interval 10E30 x [10E-4, 1]. The mean
value of the sub-ontology can be larger than 10E30,
but the probability is small because in that case
the values of the link type weights in the sub-
ontology must equal almost 1; otherwise the values
will decrease because of the normalized link type
weights.

One way to obtain high values in a sub-ontology
is to have many black concepts the sub-ontology
is linked towards as shown in Fig. 9(a). Another
way is that many sub-ontologies are linked together
as in Fig. 9(b). The effect in Fig. 9(b) is that the
mean values of the sub-ontologies will slightly in-
crease, while the mean value of the sub-ontology
in Fig. 9(a) can be much higher than the values of
the black concepts.

Another important result is that two sub-
ontologies like those in Fig. 10 are independent of
each other. Their mean values will not be influenced
by each other. This is a consequence of the fact that
the black concepts do not have outbound links at
all.

Now we are ready to make use of these sub-
structures to determine the global structure of the
ontology by use of the distribution of the calculated



A novel view on structure and quality of the ontology

131

(a)

e - e

(b)

Fig. 9 Some possible sub-ontologies.

IC-values of all the concepts. We are not able to de-
termine two sub-structures that are independent
as a consequence of the fact that their values will
not influence each other, but the difference made
in Fig. 9 is subject of our interest. These different
structures can be determined by investigating the
calculated IC-values.

Fig. 11 shows a possible representation of the
analysis for LinkBase. There are many concepts
that do not have parents, which makes their values
equal 1 (the black concepts on the right). The other
part of LinkBase consists of sets of sub-structures
merged together like in Fig. 9(b), where all the con-
cepts are well modeled and linked together. This
makes LinkBase a rich structure containing a lot of
information.

4.4, Interpretation of the results

It was no surprise to us that the modelers’ rank-
ings differed considerably amongst each other, as
well as with respect to the algorithm’s ranking.
Differences amongst modelers could be explained
most often by inaccurate estimations of the IC
of additional criteria associated to the concept
that appeared to be more central. The IC of the
concept ‘‘chronic tachycardia’’ was by all model-
ers correctly judged lower than the IC of ‘‘fetal
tachycardia’’, which on its turn was judged lower
than for ‘‘fetal tachycardia affecting management
of mother’’. But typically, the IC-differences for
“*chronic’’, ‘‘fetal’’, and ‘‘affecting management

c(Oeoe( 0

Fig. 10 Two independent sub-ontologies.

Fig. 11 A possible representation of the structure of
LinKBase.

of mother’’ were seriously underestimated. When
informed about these differences, some modelers
accepted this view without critique, while others
judged the differences as real but irrelevant, a
situation similar as in [17] where only 2 out of
19 hierarchic relationships generated by a descrip-
tion logic classifier (hence mathematically correct)
were judged ‘‘accurate’’ enough by human review-
ers to be taken into account.

It was also no surprise that the IC of a concept is
relatively (though not complete of course) indepen-
dent from its place in the hierarchy. For a given hi-
erarchical depth, the range of ICs is typically large.
This is a result of the fact that the number of out-
bound links of concepts for a given depth is not con-
stant. There can be concepts on a given depth that
have many outgoing links and as result have higher
IC values than other concepts on the same hierar-
chical depth that have less outbound links. This ex-
plains why the IC of a concept not only depends
on the place of the concept in the hierarchy. How-
ever, when standard statistical techniques for out-
lier detection were used, the majority of outliers
turned out to be the result of inappropriate model-
ing. As such, this method might be useful for quality
control.

5. Conclusion

We have been able to design a novel algorithm to
calculate the information content of concepts in
extremely large ontologies. The method adds an-
other dimension to the notions of semantic distance
and semantic similarity as the calculated ICs are
relatively independent from the hierarchical depth
within an ontology. Because information content
has been shown to be an important parameter for
accurate information retrieval [5,7], our method
might give an important contribution in that field.
In addition, we have indications that the method
can also be used for quality control. The distribu-
tion of the IC-values can also give us an impression
on the quality of the ontology, i.e. how the ontology
is structured and how well the ontology is modeled.
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